
 
 

 
Machine-Learning based 

sequence analysis, bioinformatics 
& nanopore transduction 

detection 
 
 

 
 
Stephen Winters-Hilt 
 
University of New Orleans 
New Orleans, Louisiana 
& 
Meta Logos Inc. 
New Orleans, Louisiana 
 
 
 
Copyright © 2011 by Stephen Winters-Hilt.  
All rights reserved. 
 
ISBN 978-1-257-64525-1 
 
Lulu Publication 
  



 
 
 

 
 

Preface 
 
 

 
This is intended to be a simple and accessible book on machine learning 
methods and their application in computational genomics and nanopore 
transduction detection. This book has arisen from the past eight years of 
teaching one-semester courses on various machine-learning, 
cheminformatics, and bioinformatics topics. Possible uses of this 
textbook in one-semester courses are as follows: 
 

(1) Introductory Bioinformatics – an undergraduates level course 
covered in Ch.s 1-4, if not delving into the HMM derivations in 
Ch. 3 extensively. A more advanced one-semester Bioinformatics 
course, for senior undergraduates and graduate students, can be 
based on Ch.s 1-4 if the HMM derivations are pursued in detail. 

(2) Introductory Machine Learning – a one-semester course on 
HMMs, SVMs, and their pattern recognition and structure 
discovery applications, at the senior undergraduate or graduate 
student level, can be based on Ch.s 1-3, 4.D, 5, 8, and 9. 

(3) Introductory Stochastic Signal Analysis – a one-semester 
course on HMMs and SVMs and their signal processing 
applications, at the senior undergraduate or graduate student 
level, can be based on Ch.s 1-3, 5, 8, and 9. 

(4) Introductory Nanopore Transduction Cheminformatics – a 
one-semester course on Nanopore Transduction Detection and 
related Channel Current Cheminformatics, at the senior 
undergraduate or graduate student level, can be based on Ch.s 1-
3, and 5-7. 



(5) Advanced HMMs -- a one-semester course on Hiddeen 
Markov Models, at graduate student level, can be based on Ch.s 
1-3, 8, and 9. 

(6) Advanced SVMs -- a one-semester course on Support Vector 
Machines, at graduate student level, can be based on Ch.s 1,2,5,9. 

 
This book partly draws on material that the author that has published in 
open source journals, including material from the EURASIP Journal for 
Advanced Signal Processing [1,2], and from BMC Bioinformatics 
publications [3-18].  
 
 

Stephen Winters-Hilt 
New Orleans, March 2011 
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